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Nowadays, project-based planning and execution are becoming more and more important in product life cycles; from the
conceptual idea and its design to manufacturing and maintenance. Companies execute several projects simultaneously
and these projects usually share the same resources resulting in conflicting situations. Since all projects have different
requirements, constraints and goals that need to be achieved, the creation of a company-wide optimal schedule is difficult
if all the aspects of each project are to be taken into consideration. Our paper presents an extended model and a
scheduling problem-solving approach for resource-constrained, multi-project scheduling problems. In addition to defining
the theoretical solution, its experimental implementation and results are presented.
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1. Introduction

Research into project scheduling has a solid and extensive
background, moreover, it is still an active research area
because – by not taking special cases into consideration
– it belongs to the NP-hard (non-polynomial) problems
[1]. Detailed reviews of project scheduling can be found
in Refs. [2] and [3]. Scheduling problems concerning
manufacturing optimization is an active research area [4].
NP-hardness renders any brute force-based calculation
for practical problem sizes unrealistic and heuristic or
search-based approaches are required to identify a quasi-
optimal solution. In our work, an extended model for
a resource-constrained multi-project scheduling problem
has been developed with an advanced solver concept. The
solver is based on a deterministic, rule-based, construc-
tive schedule generation and is combined with search as
well as simulation-based methods.

2. Resource-constrained project schedul-
ing problem

Our extended model is based on the well-known
resource–constrained project scheduling problem
(RCPSP). First of all, the RCPSP is presented. In this
paper, the following formulation is used to describe the
RCPSP.

A given set of tasks (activities, operations) must
be executed. The full set of tasks is denoted by T =
{1, 2, 3, . . . , n}. There is a given set of resource types
K = {1, 2, 3, . . . ,m}. Practically speaking, a resource
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type can represent machines, people or executors. The ca-
pacity of any resource type is known, limited and constant
in the time horizon. The capacity of a resource type is de-
noted by Rk, k ∈ K. Resource types are renewable, that
is, after the execution of a given task, all blocked capac-
ity becomes available again and can be used to execute a
different task. There is no decreasing or increasing effect
on the capacity of the task execution process (amortiza-
tion). A deterministic method can be used to calculate the
capacity of the resource type at any future time based on
the initial state and actual scheduling.

Tasks are executed on the required resources. Task ex-
ecution on the assigned resource types cannot be stopped
or broken; once the execution has been started, the task
must be completed. Pre-emption is not allowed. The pro-
cessing time of each task is given. A virtual task can be
defined, which does not require any resources.

The definition of the scheduling problem is subjected
to two constraints: precedence constraints, that is, the pre-
requisite relation between tasks, and resource constraints.
If the task j (j ∈ T ) has immediate predecessor tasks
defined by set Pj , then all tasks i (i ∈ Pj) must be com-
pleted before task j executed. It is forbidden for any circle
to be located in the precedence graph.

If task j (j ∈ T ) requires one or more resources, they
are defined by a set of pairs (rj,k). It is forbidden to ex-
ceed the maximum available capacity of the resource type
for any given resource need (rj,k) ≤ Rk, ∀k ∈ K, j ∈
T .

Let Fj denote the completion time of task j (j ∈ T ).
A feasible solution can be described as a vector, in which
the completion time of each task is given by the corre-
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sponding Fj . Let A(t) = {j ∈ T |Fj − pj ≤ t ≤ Fj}
denote the set of tasks that are being processed at time t.

The objective of the RCPSP is to assign a feasible
completion time for each task such that the makespan of
the project is minimized, while the precedence and re-
source constraints are met.

3. Multi-project scheduling problems

The allocation of resources and scheduling tasks for mul-
tiple projects are NP hard problems that are more difficult
than scheduling a single project [1].

In the literature, different classical optimization meth-
ods have been used to solve multi-project scheduling
problems. A zero-one programming approach has been
proposed [2] and an integer programming problem for
generating the schedule as well as a simulation method
for testing heuristic rules to choose the best schedule in-
troduced [3]. Deckro et al. formulated the multi-project
scheduling problem as a general integer programming
model and presented a decomposition approach to solve
large problems [5]. Jolayemi proposed an integer pro-
gramming approach for multi-project scheduling prob-
lems and considered a special penalty function [6]. These
outlined studies provide good solutions to small problems
by using traditional optimization approaches. If the size
of a problem is medium or large, then the classical meth-
ods cannot solve the problems within a reasonable execu-
tion time.

In the literature, several heuristic and metaheuristic
methods can be found to solve multi-project schedul-
ing problems. Researchers have developed many effec-
tive algorithms to generate feasible solutions to multi-
project scheduling problems [7]. The goals of these de-
velopments were to increase the efficiency of the heuris-
tic methods, extend the scope of the problems with new
methods and reduce the computation time.

Many researchers have applied artificial intelligence
methods to solve multi-project resource-constrained
scheduling problems. For example, Kim et al. proposed
a combined genetic algorithm to create a schedule [8]
in order to minimize the project completion time. Ku-
manan et al. applied a genetic algorithm-based approach
for generating the schedule of multi-project scheduling
problems [9]. The objective function of the optimization
was also to minimize the project completion time. Fur-
thermore, Damak et al. proposed a variant of a genetic
algorithm using a local search strategy to solve the prob-
lem by regarding the minimization of any project delays
as the optimization goal [10].

After reviewing the related literature, it can be con-
cluded that efficient and flexible methods need to be de-
veloped to improve the quality and robustness of the so-
lutions of resource-constrained multi-project scheduling
problems.

4. An extended model

The RCPSP describes a project along with its tasks and
boundary conditions. As an extension of this problem,
a case when different shared resources need to be as-
signed not only to individual projects but also to a set
of projects executed in parallel has to be modelled. In
our model, tasks that belong to many projects simulta-
neously are permitted. The projects can be differentiated
from each other. On the one hand, the composition and
constraints of each project can be unique, but on the other
hand, projects can also have individually defined goals
(objective functions).

In our model, a model transformation technique can
be used. The essence of this possible transformation is
that two new virtual tasks can be added to the set of tasks
in the following way:

1. A new virtual task can be created as the starting task
of the global project GS ∈ T . The GS task is defined
as a predecessor task to all the tasks which did not
have a predecessor task in the original problem.

2. Another new virtual task can also be added to the
model. This task becomes the finalizing task of the
global project GT ∈ T . All the tasks, which have
no successor tasks in the original problem, become
predecessor tasks for GT.

By applying this model transformation, the problem
of projects executed in parallel is reduced to a single
project scheduling problem. However, due to the different
objective functions of individual projects, a new structure
of objective functions has to be defined. This modelling
approach is usually hard to construct in practice.

Instead of reducing the problem to a single RCPSP,
the basic entities were reused in the extended problem
and additional defining parameters as well as constraints
introduced.

The resource types can be defined independently from
the projects. One resource type can be described by its
identifier and available capacity function. In the cur-
rent implementation, each resource type can only have
a constant basic capacity function, but the designed ar-
chitecture is capable of defining capacity constraints that
change over time.

The tasks, the required capacity with regard to the ex-
ecution of tasks for each resource type and the precedence
relations of tasks can be defined at the task level.

When creating a project, the project identification
data and the task assignments can be defined. Further-
more, the weight of assigned project goals (objective
functions) can also be specified. Although the list of pos-
sible objective functions in the current implementation is
fixed, the applied software architecture is capable of ex-
tending and implementing further objective functions.

5. Problem-solving approach

The applied scheduling algorithm has two main compo-
nents: the first is the project scheduler based on schedule
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Figure 1: Problem-solving approach

generation schemes and the second is the search engine
based on heuristics.

The main principle of the schedule generation
scheme-based project scheduler starts with an empty
schedule and during each iteration a suitable task can be
selected from the set of non-scheduled tasks before be-
ing added to the schedule. In the iteration, when the next
task is selected, all the given constraints are taken into
consideration, which means that all prerequisite tasks are
scheduled and all resource requests can be completed si-
multaneously. A differentiation is made between serial
and parallel schedule generation schemes based on the
method used to select the next executable task. The serial
schedule generation scheme predominantly checks that
the prerequisite tasks have been completed. The decision
set contains tasks whose prerequisite tasks have all been
completed. From this set of tasks, the task with the high-
est priority value, namely the best candidate, is selected.
This task is scheduled in a way that it is added to the
schedule as soon as possible, that is, when the required
resource capacity can be fulfilled at the same time.

The parallel schedule generation scheme focuses
mainly on the earliest starting time. In an intermediate
state, the decision set contains the earliest executable
tasks. In comparison with the serial schedule generation
scheme, not all executable tasks form the basis for select-
ing tasks. From the decision set, the same priority-based

technique is used to select a candidate like in the serial
schedule generation scheme. If more than one task meets
the selection criteria, that is, they have the same priority,
the schedule generation scheme randomly selects one of
them.

In our approach, instead of making a random selec-
tion, a deterministic selection was applied, e.g. minimal
slack, latest finish time, etc. Instead of only using one
heuristic method, many task-selection heuristics are com-
bined where the importance weighting of a heuristic com-
ponent can be defined by the user. The schedule genera-
tion scheme can be influenced by parameters defined by
a user or any consumer.

Using the schedule generation scheme as a simula-
tion module, a heuristic search was implemented where
the search engine alters the task-selection behavior using
heuristic weights. The main flow of this problem-solving
approach is depicted in Fig. 1.

In the first step, the problem set is loaded into the in-
ternal data model. The user can alter the project goal (ob-
jective functions) if the problem set needs to be changed.
The user can alter the parameters of the default search
module before the scheduler is started. Based on the given
parameters, the search module executes simulations using
the selected schedule generation scheme. The generated
schedule is evaluated based on the defined goal (objec-
tive functions) and the search module can decide to reit-
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Figure 2: APS system agents

erate or exit. Among the simulations, the behavior of the
schedule generation scheme is altered via selection rules.

6. Implementation

Enterprise Resource Planning (ERP) systems are pre-
dominantly used to manage all resources in an enterprise.
An ERP system consists of a set of different modules re-
sponsible for coupled, separated and integrated applica-
tion areas, e.g., manufacturing, finance, project manage-
ment, etc. Although our study focused on a Systems Ap-
plications and Products (SAP) ERP system, our concep-
tual model can be used by other ERP vendors as well, af-
ter adjusting the implemented artefacts to suit the vendor-
specific platform.

As with all standard project management (PM) sys-
tems, the SAP ERP PM supports the management of
project-related entities such as the creation of projects,
definition of tasks and dependencies, as well as definition
of resources and their task assignments. In the execution
phase of the project, execution reporting and collabora-
tion with external parties are covered. In SAP ERP, this
module is referred to as PM or project portfolio manage-
ment (PPM) [11, 12].

A standalone advanced project scheduling (APS)
component on the SAP NetWeaver platform was imple-
mented. This high-level concept is presented in Fig. 2.
The user accesses the APS user interface via the SAP
GUI (graphical user interface). In this graphical user in-
terface, the user can select the data set, decide where the
projects can be selected and calibrate the scheduling pa-
rameters. When the project scheduler is started, the actual
data is read from the data source, the detected scheduling
algorithms are executed, and the scheduling results are
stored via the scheduling result manager. The scheduling
result is displayed in the APS user interface.

The main component of the system is the project
scheduling agent. The internal structure of this compo-
nent is depicted in Fig. 3. The scheduler consists of two
disjoint sets of entities; one is visible to APS consumers,
while the other is not. The aim of separating the disjoint

sets is to provide a stable interface to code against it and
allow the implementation used to be changed. The exter-
nal interface consists of the defining interfaces of the sup-
ported project scheduling problem (CPM, RCPSP), the
reading interface of the resource manager and a solver
factory.

RCPSPs in the absence of resource constraints can be
solved using the critical path method (CPM) algorithm.
The CPM result may be an import parameter to calcu-
late a dynamic priority rule, therefore, the RCPSP may
require a CPM solver and the CPM is modelled as an
individual solver entity. The RCPSP solver has differ-
ent implementation alternatives which can be changed at
any time. The reason for this flexibility is that the imple-
mentation alternatives can be analyzed without consum-
ing system artefacts.

The implemented solution realizes the schedule
generation-based solvers (serial SGS and parallel SGS)
and extended schedule generation-based solvers such
as the RCPSP heuristic solver and the multi-objective
search-based solver. The resource manager is responsi-
ble for checking the feasibility of the schedules provided
by the scheduling algorithms.

7. Results

The extended model and the designed scheduler have
been implemented in our own SAP NetWeaver 7.5 de-
velopmental test environment. Since the model and al-
gorithm do not contain SAP-specific elements, both can
be mapped to suit any object-oriented programming lan-
guage. The main reason for this decision is to enhance
integration later using the SAP PM module directly on
the SAP platform.

The implemented solution was tested on known ba-
sic problems and our numerical results compared with
the known results of the test problems by applying two
methodologies.

In the first case, problems were mapped using spe-
cial boundary conditions onto the extended model, for
which optimal scheduling algorithms are provided. It is
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Figure 3: Project scheduler entities

known that Johnson’s algorithm yields the optimal so-
lution for permutation flow-shop scheduling problems
with a makespan objective function [13]. In most cases
(> 95%), our heuristic-based solver identified the opti-
mal solution to small problems (consisting of up to 20
jobs).

In the second case, the basic RCPSP was mapped onto
the extended model and the results with regard to the ob-
jective function concerning the completion time of the
project (Cmax) were compared with the best published
results [4, 14]. Our results were compared with the best
results from benchmark problems. It was observed that
for small problems (consisting of up to 30 jobs), in most
cases (> 70%), the best known solution was identified by
the scheduler.

8. Conclusions

Our research focused on modelling and solving an ex-
tended variant of resource-constrained, multi-objective,
multi-project scheduling problems. The execution envi-
ronment of the modelled project includes different re-
source types and their capacities, many projects with in-
dividual objective functions and precedence constraints,
task-dependent individual processing times and resource
requirements, tasks belonging to many projects, as well
as project-dependent due dates.

During the research, new scheduling algorithms were
developed that can flexibly solve problems while meet-
ing all constraints. To generate detailed schedules, a pre-
dictive search algorithm was developed that includes
an advanced simulation concerning the execution of
the project. Multi-priority rule-based constructive algo-
rithms were also developed by using schedule generation

schemes embedded in the scheduling engine. To solve
the extended problem, a new approach based on the com-
bined usage of search and constructive methods was pro-
posed.

In this paper, the proposed model of the investigated
problem, the solution method and the key features of its
implementation were described. The effectiveness of the
proposed algorithms is demonstrated by presenting two
validation methods.

The results show that the proposed approach is effi-
cient and flexible. The developed model of the extended
problem was formulated in such a way that the individual
requirements of tasks and projects can also be taken into
account. By considering several aspects simultaneously,
vital practical requirements can be incorporated into the
model. The management strategy as well as tactical and
operational control policies can be implemented, more-
over, logical decisions made by modifying the weights
of aspects concerning decision-making, namely objective
functions and rules.

Acknowledgements

This research was supported by the European Union and
the Hungarian State, cofinanced by the European Re-
gional Development Fund within the framework of the
GINOP-2.3.4-15-2016-00004 project to promote cooper-
ation between higher education and the industry.

REFERENCES

[1] Garey, M. R.; Johnson, D. S.: Computers and
intractability: A guide to the theory of NP-
completeness. (W. H. Freeman and Company, 1979)
DOI: 10.1137/1024022

49(2) pp. 53–58 (2021)

https://doi.org/10.1137/1024022


58 MIHÁLY, FORRAI, AND KULCSÁR

[2] Pritsker, A.; Allan, B.; Watters, L. J.; Wolfe, P.
M.: Multiproject scheduling with limited resources:
A zero-one programmingapproach. Manage. Sci.,
1969, 16, 93–108 DOI: 10.1287/mnsc.16.1.93

[3] Mohanthy, R. P.; Siddiq, M. K.; Multiple projects
multiple resources-constrained scheduling: Some
studies. Int. J. Prod. Res. 1989, 27, 261–280 DOI:
10.1080/00207548908942546

[4] Bálint, R.; Magyar, A.: Refrigerator Optimal
Scheduling to Minimize the Cost of Operation.
Hung. J. Ind. Chem. 2016, 44(2), 99–104 DOI:
10.1515/hjic-2016-0012

[5] Deckro, R. F.; Winkofsky, E. P.; Hebert, J. E.;
Gagnon, R.: A decomposition approach to multi-
project scheduling. Eur. J. Oper. Res. 1991, 51, 110–
118 DOI: 10.1016/0377-2217(91)90150-T

[6] Jolayemi, J. K.: Scheduling of projects under
penalty and reward arrangements: A mixed inte-
ger programming model and its variants.Acad. Inf.
Manag. Sci. J. 2012, 15, 29–52 ISSN: 1524-7252

[7] Gawiejnowicz, S.; Lin, B. M. T.: Scheduling
time-dependent jobs under mixed deterioration.
Appl. Math. Comp. 2010, 216, 438–447 DOI:
10.1016/j.amc.2010.01.037

[8] Kim, K. W.; Yun, Y. S.; Yoon, J. M.; Gend, M.; Ya-
mazaki, G.: Hybrid genetic algorithm with adaptive

abilities for resource-constrained multiple project
scheduling. Comp. Ind. Eng. 2005, 56, 143–160
DOI: 10.1016/j.compind.2004.06.006

[9] Kumanan, S.; Jegan, J. G.; Raja, K.: Multi-project
scheduling using a heuristic and a genetic algo-
rithm. Int. J. Adv. Manuf. Techn. 2006, 31, 360–366
DOI: 10.1007/s00170-005-0199-2

[10] Damak, N. J. B.; Siarry, P.; Loukil, T.: Differ-
ential evolution for solving multi-mode resource
constraint scheduling problems. Comp. Oper. Res.
2009, 36, 2653–2659 DOI: 10.1016/j.cor.2008.11.010

[11] SAP SE, SAP Project and Portfolio Management
2015 https://help.sap.com

[12] SAP SE, SAP S/4HANA 1709 FPS01, Project Sys-
tem (PS) documentation 2018 https://help.sap.com

[13] Johnson, D. B.: Efficient algorithms for shortest
paths in sparse networks. J. ACM, 1977, 24(1), 1–
13 DOI: 10.1145/321992.321993

[14] Kolisch, R.; Sprecher, A.: PSPLIB - A project
scheduling problem library: OR Software - ORSEP
Operations Research Software Exchange Program.
Eur. J. Oper. Res. 1996, 96(1), 205–216 DOI:
10.1016/S0377-2217(96)00170-1

Hungarian Journal of Industry and Chemistry

https://doi.org/10.1287/mnsc.16.1.93
https://doi.org/10.1080/00207548908942546
https://doi.org/10.1080/00207548908942546
https://doi.org/10.1515/hjic-2016-0012
https://doi.org/10.1515/hjic-2016-0012
https://doi.org/10.1016/0377-2217(91)90150-T
https://doi.org/10.1016/j.amc.2010.01.037
https://doi.org/10.1016/j.amc.2010.01.037
https://doi.org/10.1016/j.compind.2004.06.006
https://doi.org/10.1007/s00170-005-0199-2
https://doi.org/10.1016/j.cor.2008.11.010
https://help.sap.com/doc/saphelp_ppm400/4.0.24/en-US/02/4b1a417c4bf423e10000000a155106/frameset.htm
https://help.sap.com/viewer/4dd8cb7b1c484b4b93af84d00f60fdb8/1709%20001/en-US/1ad4b65334e6b54ce10000000a174cb4.html
https://doi.org/10.1145/321992.321993
https://doi.org/10.1016/S0377-2217(96)00170-1
https://doi.org/10.1016/S0377-2217(96)00170-1

	Introduction
	Resource-constrained project scheduling problem
	Multi-project scheduling problems
	An extended model
	Problem-solving approach
	Implementation
	Results
	Conclusions

